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Ubiquitous Actualization

A shockingly large body of failuresggests that Mobile Ad Hoc Networks (MANETS) simply do
not scale beyond about 10fodes. The key difficulty is that the complexity of the network dy-
namics becomes overwhelming as the scale of the network grows.

It has been known for about Ifears thatthe aggregate capacity of multiop networks i€

fold greater than an otherwise equivalent cellular network. This is one of the key motivations for
MANETs. However, it was recentlysabvered that the complexity of maintaining local
knowledge ofanod@d y SA I K0 2 NK 2 adier tBaNBe#wark capacity (fqp |

L @ ¢tKA& AYLX ASE GGKIFG a!boc¢a OFyQld aolfSo 9 ¢
ness, which is at leasi ¢ worse, often0 ¢ worse. Abandoning the traditional @io
abstraction, as a nod®-node communication device, in favor of a mamyde-to-manynode
communication abstraction (networ&oding), could increase the aggregate capacity bilé .

But in the presence of mobility this seems likely to increase thevoding overhead, thereby
eroding the gain. More importantly, huge gaps remain between current theory and any practical
implementation.

In this project, we have advocated designing systems that only require local network knowledge.
The result is not abdately scalable, but it allows systems to scale to 10s of thousands of nodes.
Our position seems to preclude arbitrary petotpoint (P2P) routing. However, many highly
scalable Application Specific Networking Patterns (ASNPs) are known to existplienpis

none of them are fully general. We believe that the desire for a fully general networking abstrac-
tion is the endemic flaw with MANET research today. This desire should be actively avoided.
Rather, MANET applications should be redesigned toragtmlate scaling issues.

Using this approach, we designed, simulated and implemented ASNPs using-tbkcksfodu-

lar software router framework. We started with 5 ASNPs that we thought were important: (1)
Flooding with Pruning, (2) Emergent Local Gro@@sCensus, (4) Exfiltration and (5) Common
Operating Picture. We in no way argue that these are the only ones required in a MANET. In fact,
we believe, that we will continue to work on other ASNPs. But, on the other hand we do not
think that 100s of ASRE are needed. ldeally, about 20 ASNPs should be able to support 1000s
of applications. We demonstrated that all of these patterns are much more scalable than what
has been achieved by current generation MANETS. We have also provided general gdmrelines
designing scalable ASNPs.

We have summarized existing theoretical results that support our edteste approach. We also
discovered new theory results during this project (however these results are not published in this
book), which provides new lowéounds for the network overhead in MANETS. The new results
demonstrate what was always suspected, that no MANET routing protocols can scale in abso-
lutely.

We also brought out link layer issues such as discovery and low power MACs and defined a Link
Layerl t L OKIG ¢6Aff aSNWBS Fa 2dz2NJ £ F@SNJ 2F &adl yRI |
tem). The narrowness of the link layer makes porting to new hardware especially easy.

We understand that the cleaslate approach could result in a few issueshesframework ma-
tures. Probably, the most important of these is that many applications will have to be redesigned
to take advantage of the new ASNPs, but on the other hand the new framework will enable even
more applications that were not previously podsiljor were extremely inefficient). The other
potential issue is naming of ASNPs and applications, which is very much solvable.
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Chapter 1
Ral son DOEtr e

It is often said that right questions are more important than the right answers. But often this is
merely a clibé. Perhaps the assertion feels wise because it simultaneously seems contrarian and

G AdzSt e AYyddZAGA@Sd ¢22 2FGSy GKS FaaSNIAz2y OF
when it might be true. Perhaps the assertion should be applied to itkeif.not more important

G2 a1l oKeé 2N gKSYyIT avdzSaidizya INBE Y2NB A YLR2N
in some sense true?

Even worse, sometimes the assertion is meant to imply that it is more important to think big
thoughts than to solvéough problems. This can lead to research that feel more relevant to Star

Trek than to an actual operational setting. Alternatively it can lead to development efforts that
include every technology at an appropriate Technology Readiness (TR) level yjlaasible

relevance.

This project is based on the idea that the right question is more important than the right answers
in two specific ways:

1. There are a rangef@roblem formula-
tions with operational relevance
Some are more tractable than others
For hard problems like scaling of M4
bo¢ o0az2oAftS IR
helpful to allow tractability to influ-
ence problem formulation.

2. When harder problem formulations
are tractable they can provide extr:
operational functionality compared tg
simpler forms of the problem. How,
ever, this is not always the cast
Sometimes the simpler problem for PSS s
mulation better matches the| Figurel. K2. Often considered the hardest mountg
operational needs. At times the pri t© climb
mary advantageof solving the hard problem is to prove that you can. This is the
intellectual equivalent of climbing KEigurel). Getting to the top of K2 isnlikely to
address the needs of a operational scenario.

PartI of the book explicitly and somewhat aggressively address the first geantll addresses

the second point in a somewhat oblique manner. The reader is being led to the conclusion that
many d the alternative problem formulations are at least as good a fit to operational needs as
the classical problem formulatioRart lllof the book presents a somewhat surprising conclusion
regarding the classical problem formulation and our recommendationslesigning scalable
MABETsIn Appendices Awe presents a summary of existing theoretical results, a list of acro-
nyms used in the book and their expansions can be four&ppendix Band finally the list of
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References ilAppendix C While we discov-
ered new and tighter theoretical bounds fo
the Network Layer Overhead during this pr
ject, we are not able to publish them in thi
book since they have not be published
other forums yet.

Intractable Problems

When a problem can be stated in less th:
20 pages, but remains unsolved in spite
MmnnQa 2% YAttAz2ya 2
problem is probably intractable. The interng
and cheap supercomputing hadlowed the
invention of FreestyleChesswhere teams of
skilled amateurs play chess by exploiting co| |—
puter aided collaboration. Most freestyls
chess teams, consisting of talented amateu
with a year or two of practice, are able t
vastly outplay even th world champion1]. .| B | — =
Much of research follows a similar pattern. “If we pull this off, we'll eat like kings”

IS Aun,reAal'St'C to exgect Aa few researche Figure2. There is a practical problemith the pro-
0SJdS y AT uKSe K I LILIS posed solution J wSTt
aSHNOKSNBR¢UO G2 az2f@gs L[INFotsSYya UKFu KF@S
eluded more than a few well orgi&ed research teams.

As aresult, it seems to us that scaling MANETSs
beyond a few 10(hodes is for all practical
purposes an intractable problem. Several dif-
ferent well founded, well organized, research
teams have worked on the problem. The pat-

tern is well summarized by a gte from one

of the top researchers in this area (not affili-
FGSR @6A0K dzavsx a!yeée 3IA22R
can make a MANET withriodes. A MANET

with 25 nodes requires careful attention to
engineering subtlety. But making a MANET
work at 75nodes isrocket gienc€ @ ¢ KS
DARPA (Defense Advanced Research Program
Agency) WNAN (Wireless Network After Next)
program succeeded in demonstrating a sys-

tem with 103nodes[2] . Our observation

from a distance suggests this represents a
world class outcome. ltis therefore natural to
assume that the desire to make a MANET
work for 10K nodes is imposable.

Figure3. Spatial reuse in a MANET
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On very rare occasions someone solves
10° e | Y GAYUNI OUGF odolilg LINE 6 f
z | T ! | cSNyrrGQa [ ithioiigh et S 2 NBY
% oL S ; ade_s of deep focu$3_]. That is, by
O VA solving a problem widely considered
5 C L ] intractable, they show that the prob-
2 10"} AT i | lem was in fact tractable,
% : ) notwithstanding the prevailing percep-
S’ S — | tions. However, although not
E Yo Capacity || common, it is not altogether rare for
2 i e MO | a2YS2YS (B8 GRE AV (NI C
10° 10 102 10° 10" | problem by tweaking the problem for-
Network Scale mulation.  That is, they do not
Figure4. Capacity scaling and network layer overhead scalin| technical solve the intractable prob-
MANET lem, but rather find a tractable

problem that can be substituted for
the original one.

This latter approach dominates some areas ain@uter Science (CS), where many natural prob-
lem formulations are provable Nondeterministtolynomial (NP) Complete or Nard, and are
Gdzy RSNEG22Ré G2 0SS LINRPGlIofe& AYyGN: OGlofSo
examples, algorithm desigaimarily consists of finding problem formulations that yield a useful,
yet tractable, result.

Ly

The work reported on here started by assuming that the classical formulation of the MANET could
not be scaled to 10K nodes. It then focused on trying to utidedsthe likely root causes of this
intractability. Armed with partial knowledge of the root causes of intractability, we then
searched for alternate problem formulations that achieve the operational goals of large scale
MANETS, and (critically) are trable at scales of 10K nodes.

Failure of Traditional Formulation

The core promise of Pe¢o-Peer Networks (P2PNs) is that by using many short links instead of one
long link a significant degree of spatial reuse of the spectrum can be achiggede3 illustrates the
spatial reuse in MANETS. Indeed a large body of resef@ch], has shown that for a wide range of
plausible scenarios the theoretical capacity
P2PNs is much higher than for comparable tra 10° -
tional shared channel networks. However, ma
P2PNs scale poorly and the promise remain L
fulfilled. Most MANETSs cannot scdleyond 100
nodes[2, 6], some exhibit stability problems be
yond 25 or 30 nodes.

o

Total
Useful

The scaling problem is caused hgtworking
overhead Traditional MANETS use routing prott
cols that extend Open Shortest Path First (OS
and thus require that every change in hkiayer
connectivity be communicated to a largadtion

Network Capacity
R
o

=
o

'
N

=
o

10°
Network Scale

Figureb. Scaling for flooding

10
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of network. This leads to two problems: 1) networking overhead grows much faster than network
capacity, overwhelming the network (as shownFigure4) and 2) delays in propagating network
information create timeliness issues, which cause routing inefficiencies and in extreme cases insta-
bility

The No Overhead Extreme

On the opposite extreme are designs that maintain zero {local) network state. In these cases
there is no scaling wall, because there is no routing overhead; however, each packet must dis-
cover its destination. In general this requires flooding thdaremetwork for every packet. The
efficiency then decreases Iik@(]/n), as shown irFigure5. For largen the useful capacitysi

worse than for a shared traditional channel network (i.e., without spatial reuse of the spectrum).

The networking overhead problem is a result of the arbitrary ptoapoint formulation of rout-

ing (the traditional MANET formulation), and can be avoiftadless general or less abstract
forms of routing. Many simpler forms of routing, such as flooding, do not have this problem. We
are proposing a system that uses many different highly scalable Application Specific Networking
Patterns (ASNPs).

In the conext of this program, we propose using the ldinik as the fallback when nelocal
point-to-point routing is required. If the collection of ASNPs is rich enough the need to resort to

the longlink should be extremely rare.

The Alternate Formulation: Applcation Specific Networking Pat-
terns

In the last decade and half, Wireless

i Sensor Networks (WSN) have made
Traditional Layered FWAD ASN Pattern-Aware Infrastructure ( )

Networking Infrastructure significant progress and scaled to
Appication Layer PSRl Transformative Apps Sensor Apps thousands Of nodes_ The Sca|ab|||ty
of WSNs can be attributed to two

‘ factors: (i) TypicallyWSNs ardess
mobile, and (ii) Most of the traffic in
WSNsis local does not need arbi-
trary P2P. While the first factor
contributes significantly to stability

. of links and hence to the decrease
of Network Layer Overhead, we be-

Universal Link Layer / lieve the true reason for WSN
scalability is the lack of global P2P
routing support. Thidrees up the
Figure6. The transport and networking layer are combined il channel capacity used by the tradi-
Application Specific Networking Patterns (ASNPs) tional MANETS for sending link state
updates throughout the network,

ASN Application Transformations

Roated Flooding
Group with Prune

Transport Layer

Network Layer

ASN Patterns
Fallback Pattern

I

Link Layer

—

Physical Layer ’ Physical Layer

which caused the capacity scaling wall as showkigare4.

The primary design philosophy we adopt in this project is that the network routing should match
the applicationusage for the network to scale. Thus, we propose a numbappfication Spcific
Network Patterns (ASNPs) instealdaosingle P2P MANET routing protocol. A useful analogy is
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the Application Specific Integrated Circuits (ASIC) used in the hardware design to extract maxi-
mum hardware performance, where the performance improvement comes from matching the
circuitry to the gplication.Figure6 shows the architecture of our new paradigm. In this archi-
tecture, what used to be called the network and transport layer in treditional layered
architecture has been combined into the ASNPs.

Application Specific Does Not Mean O0Eac

Although we call our networking patterns as application specific, it must not be interpreted as
each and every application tiag its own networking pattern or an application programmer now
needing to write networking protocols. We envision a large degree of reuse for our ASNPs and
imagine ~20 ASNPs supporting thousands of applications. It is not our desire in this project, how-
ever, to argue for completeness of ASNPs, that is, to arrive at a set of ASNPs that can support any
and all applications imaginable.

Impact of MANET Traffic Patterns on Capacity

Traffic patterns play a significant role in determining whether a P2PN scadelsitge number of

nodes. Non uniform traffic can compromisgalability, i.e., if hogpots limit total performance

or enhance scalability, i.e., for local traffic. In fact, @n) scalability, the traffic pattern must
AYy@2t @S || Wa Yide beiw@en lsa® antl deSinatok doddd]. Interestingly, MA-

NET applications anticipated for the FCS Brigade Combat Team have been analyzed to have fairly
localized traffic patterng7]. Specifially, the analysis shows that their traffic should satisfy a
power law distribution with exponent betweenahd 3, in which case capacityO&) scalable,

i.e., constant per node capacity is achievable.

Highly Scalable ASNPs

The ASNPs considered here preserve
routing efficiency, while only requiring lo-
Capacity cal, regiorllall, or application sutetwork
10° - ; state. This is possible because they sup-
Ower (min) = )
port a less general form ofouting. In
O"er,,(f“ 2) | s some cases, the network state infor-
mation must be distributed t(D(lO (n))
1 - nodes in a region of siz@(|Og(n) ,in
- other cases this information is distributed
I I only to a fixed number of neighbors. This
0 2 4 | implies an overhead complexity that is
10 10 10" | petween O(n) and O(log(n)>&n). This
Network Scale is graphed irFigure?. For this particular
Figure7. Scaling wall for ASNs considered below example the scaling wall is beyond 10,000
nodes.

Normalized Capacity

A key point is that none of these ASNPs may encapsulate a traditional MANET. The networking
overhead problem limits scaling even if data is never sent on the associated network. So if one
of the ASNPs is Higoverhead the entire system will not scale. In essence this reduces to a pro-
hibition on arbitrary pointto-point routing. If a scalable form of pohutd-point routing is
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Applications Application
TCP
ASNPs
IP
Link
Link &
Physical
Physical

Figure8. Lowering the waist, not just widening theetworking layer. A traditional network on thg
left compared to an ASNé&entric network on the left

developed, then it should be used to implement a modern MANET, otherwis¢ocahpointto-
point routing must be banned from the ASNPs.

Link Layeristheo Nar r ow6 Part of the Stac

Complexity theorists believe that a robust system needs a point of standardization (colloquially

Kk

OFtft SR I WglAaluQood 2 AGK2dzi adkyRFENRATFOGAZ2Y A

For example, the standardizatiaf parts helped a lot in the production of rifles during tteso-
lutionary war[8].

Ly F GNIRAGAZ2YEFE ySGg2N] GKS LRAYyd 2F ANBI
and transport layers, e.g., TCP/IP. The kighree of standardization in these layers facilitates a
greater flexibility both above and below the waist. We are proposing that for most P2PNs, espe-
cially MANETSs, this is the wrong metchitecture. The preferred metarchitecture is a
collection of ASIPs with greater standardization at l#dyer as shown ifigure8. Thechoice of

Link Layer as the point of standardization is somewhat natural gineneed for standardization

in the stack. However it is important to remember that we propose to standardize only the se-
mantics and the APIs of the link layer and DO NOT propose restricting the protocols or
technologies used in the link layer. In gendha$ architecture can work with a large set of link
fFe8SN) 6SOKy2ft23ASax odzi a2YS 2F GKSY YA3IKG
by the ASNP layer. In Chapter 3 we discuss in detail the Link Layer semantics and architecture.
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The Hybrid Architecture

One of the main differences be
tween the Fixed Wireless networ
architecture and the MANETSs of th
past is the infrastructure based Lon -

Link to a Forward OperatinBase. TS
This hybrid architecture can be ussg
to increase the robustness of th

system and to scale to larger sizes
using the long link in a planned an
systematic manner. While the lon
link does not add much to the capac
ity of the network, it can be useid
tame a number of problems in the Figure9. ¢CKS woellydAysS Fihdfd GQ LN
MANET that can be made easy b
Gt 201 ¢ 1y2szRas 2F (KS BigBré9 i jndbe IANET &S E | Y LI
node could move just a short distance back and forth between two locations in such a manner

that it could require data packets to be rerouted across a large portion of the network. While

such problems may be unsolvable in the MANET, it can\aelly solved using the infrastructure

link in the hybrid architecture. In general we see three advantages in the hybrid architecture:

1. Handlesa little bit ofthe difficult traffic. Perhaps P2P traffic.
2.1 002YY2RIGSa RSaAdy 2F2FRO2BHBeé®STFTAOASY G yS

3. Allowsthelonglinktol OG +Fa | agl & 2 dzi éwWezsFumehe lorigini A y S t |
is less Byzantine
Fake Issues

Application-Network Instance Naming

] 1

o] v S ¢ 0 S o 5 P 0
8 o S 5 9 25 8 S8 |59 o c 8
28 'z =& Bss| Bs 88 | E= &&
£z S gF 288 38 = ) B

S g<=| |25 |2 g =

Figurel0. The range of naming choices for a networkaygtem

In traditional systems, the networking abstraction names the nodes. Some, Cullef¢iral
particular, have advocated that this naming concept is critical and should be preserved for P2PNs
(even though the detailmay have to be more like IPv6 and LoOWPEIN)In opposition to this

point of view many, notably Estrin and Van Jacobgd] have advocated that the network
should name the data (Named Data Netwo(kEDN)). The ASNP paradigm can support either
IPv6 or NDN, but is conceptually in neither camp.
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The spectrum for the naming choices is illustrateigurel0. The coupling of names to nodes
strongly reinforces the pointo-point nature of the networking system. Even something as sim-
ple as multicast requires an overlay (or the application) to intervene in the process to receive
each packet and forwamdg it to multiple downstream nodes. In practical systems, because this
involves cross layer operations, it may not even be possible to do this aabee We find the
argument that naming should be decoupled from the nodes appealing. But NDN sebe®b
extreme in the other direction. Any control of the routing may require the creation of route
specific data instances (or at least route specific data names).

We take the position that the networking system should name each instance of an ASMP. Us
applications will thus communicate among themselves via their corresponding instance identifi-
ers. Some ASN identifiers will be well known; for instance, a service for discovery the existence
of ASN instances (analogous to the Domain Name System (DNSiHP) will have associated

with it a welkknown ASN identifier. The current effort focused on a limited set of ASNPs (namely
the 5 presented in Paift of this book) and has used static naming of the ASNPs. However, we
expect that as we continue to ewd the system, we will design an ASiBa$¢ed naming architec-

ture.

Security

Our current effort does not address security. We believe security is an important aspect of the
ASNP based architecture and needs to be addressed in future. However, we asseztthay s

for ASNPs in no more difficult than the traditional wireless networks. In some cases ASNPs can
even provide better security and attack isolation than the traditional MANETS, since a lot of the
patterns are local and hence a breach can be more\easiitained. As the architecture evolves

and matures, the security of the system of the system can be addressed and evolved.

Important Future Issues

Stability Issues

In the current effort we have not focused much on issues related to link stalmiligrference

(both self and external) and the int@tay of these factors on the ASNP stability and design. Also,
we have mostly ignored eexistence issues between the various ASNPs. However, we believe
that such interrelated issues will have an impaat the stability of the links and consequently

on the performance of the ASNPs and will need to carefully considered. We will focus on these
issues in the future.

Application Redesign

A second real and important issue that needs attention is the redesigpmifcations to work

with the ASNPs. Most of the current generation applications have be design and developed for
the traditional paradigm, that is, the internet and with some minor modifications have been
adapted for MANETs. However, with ASNPs, apmircaemantics will change, giving a lot more
flexibility to the application developers to choose the networking patterns, but a number of con-
cepts from the traditional networks, such as node addressed, sockets, security APIs, etc., could
change in our ardtecture. This means most of the applications that already exist for the tradi-
tional network will need some redesign and tweaking, while some might have to be thrown away
altogether and redeveloped. While this could be seen as additional work, we béhfisvis tlso

an opportunity to reinvent the applications.
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Analysis of the Traditional Solution

With over a decade of experimentation and reseatble mystery behind the inability of MANETSs

to scak beyond 76100 nodeshas remained unsolved. While thedmgs pointed to aasymptotic
capacity scaling wall for the P2P routing in MANETsnot clear that in reality we are even close

to this capacity scaling wall. In this subsection we analyze the performance and overhead of tra-
ditional MANET routing with #ocus on scalability. We study a number of variants of the Link
State Routing, including the Optimized Link State Routing (Ot 8REh is considered as the
state-of-the-art in MANET routingto understand the factors affecting the performance of the
current generation MANETS.

Understanding the Failures in the Current MANETS

While deploying scalable MANETs have

mained challenging, the research effoiits

the area have continued to present somg
what of a mixed picture. Many increments
schemes have been presented with suppd
edly improved performance. In order t¢
understand the problem with the scalabilit
of OLSR we began by simulating a scenz:
which s known to be not scalable in real dé
ployments.

Simulating the Failure Scenario

. ] Figurell. The grid network used to study problems |
Specifically we constructed and simulated th traditional MANETS

standard implementation of the OLSR usihyg
network scenarios of size 750 nodes, that were known to have encountered perforn&anc
problems[2]. We constructed a grid networligurell shows this topology) with varying sizes
and introduced random lk changes at a rate corresponding to eovmedium mobility. Alt-
hough a grid network is not a very realistic deployment scenario, it allows us to control very
precisely the ground truth; that is, the number of neighbors and the rate of change of link$, whi
would be somewhat more difficult to control precisely in a scenario with random mobility. Fur-
ther, in order to isolate the effect of Network Layer Overhead (NLO) on scaling, the simulations
were done in the absence of any useful data traffic. The exoleasult of these simulations was

that when the network size reached around ~100 nodes, the system would start to fail and the
NLO at that point would have reached between 13086 of the network capacity, thereby leav-

ing very little capacity for useful gatraffic. Thuspur definition of the capacity wall for these
simulations was NLO reaching 128 of channel capacity.
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