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A shockingly large body of failures suggests that Mobile Ad Hoc Networks (MANETs) simply do 
not scale beyond about 100 nodes.  The key difficulty is that the complexity of the network dy-
namics becomes overwhelming as the scale of the network grows. 

It has been known for about 15 years that the aggregate capacity of multi-hop networks is Ѝὲ 
fold greater than an otherwise equivalent cellular network.  This is one of the key motivations for 
MANETs.  However, it was recently discovered that the complexity of maintaining local 
knowledge of a nodeΩǎ ƴŜƛƎƘōƻǊƘƻƻŘ ƎǊƻǿǎ  ÌÎ ὲ  faster than network capacity (for ρ ‎
ςύΦ  ¢Ƙƛǎ ƛƳǇƭƛŜǎ ǘƘŀǘ a!b9¢ǎ ŎŀƴΩǘ ǎŎŀƭŜΦ  9ǾŜƴ ǿƻǊǎŜΣ ǘǊŀŘƛǘƛƻƴŀƭ a!b9¢ǎ ǊŜǉǳƛǊŜ Ǝƭƻōŀƭ ŀǿŀǊŜπ
ness, which is at least ὕὲ worse, often ὕὲ  worse.  Abandoning the traditional radio 
abstraction, as a node-to-node communication device, in favor of a many-node-to-many-node 
communication abstraction (network-coding), could increase the aggregate capacity by ὕЍὲ.  
But in the presence of mobility this seems likely to increase the networking overhead, thereby 
eroding the gain.  More importantly, huge gaps remain between current theory and any practical 
implementation. 

In this project, we have advocated designing systems that only require local network knowledge.  
The result is not absolutely scalable, but it allows systems to scale to 10s of thousands of nodes.  
Our position seems to preclude arbitrary point-to-point (P2P) routing.  However, many highly 
scalable Application Specific Networking Patterns (ASNPs) are known to exist; the problem is 
none of them are fully general.  We believe that the desire for a fully general networking abstrac-
tion is the endemic flaw with MANET research today.  This desire should be actively avoided.  
Rather, MANET applications should be redesigned to accommodate scaling issues. 

Using this approach, we designed, simulated and implemented ASNPs using the ns3-Click modu-
lar software router framework.  We started with 5 ASNPs that we thought were important: (1) 
Flooding with Pruning, (2) Emergent Local Groups, (3) Census, (4) Exfiltration and (5) Common 
Operating Picture.  We in no way argue that these are the only ones required in a MANET. In fact, 
we believe, that we will continue to work on other ASNPs.  But, on the other hand we do not 
think that 100s of ASNPs are needed.  Ideally, about 20 ASNPs should be able to support 1000s 
of applications.  We demonstrated that all of these patterns are much more scalable than what 
has been achieved by current generation MANETs.  We have also provided general guidelines for 
designing scalable ASNPs. 

We have summarized existing theoretical results that support our clean-slate approach. We also 
discovered new theory results during this project (however these results are not published in this 
book), which provides new lower bounds for the network overhead in MANETs. The new results 
demonstrate what was always suspected, that no MANET routing protocols can scale in abso-
lutely.  

We also brought out link layer issues such as discovery and low power MACs and defined a Link 
Layer !tL ǘƘŀǘ ǿƛƭƭ ǎŜǊǾŜ ŀǎ ƻǳǊ ƭŀȅŜǊ ƻŦ ǎǘŀƴŘŀǊŘƛȊŀǘƛƻƴ όŎƻƭƭƻǉǳƛŀƭƭȅ ŎŀƭƭŜŘ ǘƘŜ άǿŀƛǎǘέ ƻŦ ŀ ǎȅǎπ
tem). The narrowness of the link layer makes porting to new hardware especially easy.  

We understand that the clean-slate approach could result in a few issues as the framework ma-
tures. Probably, the most important of these is that many applications will have to be redesigned 
to take advantage of the new ASNPs, but on the other hand the new framework will enable even 
more applications that were not previously possible (or were extremely inefficient). The other 
potential issue is naming of ASNPs and applications, which is very much solvable. 
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Raison DõEtre 

It is often said that right questions are more important than the right answers.  But often this is 
merely a cliché. Perhaps the assertion feels wise because it simultaneously seems contrarian and 
ǾŀƎǳŜƭȅ ƛƴǘǳƛǘƛǾŜΦ ¢ƻƻ ƻŦǘŜƴ ǘƘŜ ŀǎǎŜǊǘƛƻƴ ŎŀƴΩǘ ōŜ ŀŎŎƻƳǇŀƴƛŜŘ ōȅ ǿƛǘƘ ŀƴ ŜȄǇƭŀƴŀǘƛƻƴ ƻŦ ǿƘȅ ƻǊ 
when it might be true. Perhaps the assertion should be applied to itself.  Is it not more important 
ǘƻ ŀǎƪ ǿƘȅ ƻǊ ǿƘŜƴΣ άvǳŜǎǘƛƻƴǎ ŀǊŜ ƳƻǊŜ ƛƳǇƻǊǘŀƴǘ ǘƘŀƴ ŀƴǎǿŜǊέΣ ǘƘŀƴ ǘƻ ǎƛƳǇƭȅ ƪƴƻǿ ǘƘŀǘ ƛǘ ƛǎ 
in some sense true? 

Even worse, sometimes the assertion is meant to imply that it is more important to think big 
thoughts than to solve tough problems.  This can lead to research that feel more relevant to Star 
Trek than to an actual operational setting.  Alternatively it can lead to development efforts that 
include every technology at an appropriate Technology Readiness (TR) level with any plausible 
relevance. 

This project is based on the idea that the right question is more important than the right answers 
in two specific ways: 

1. There are a range of problem formula-
tions with operational relevance.  
Some are more tractable than others. 
For hard problems like scaling of MA-
b9¢ όaƻōƛƭŜ !Ř IƻŎ bŜǘǿƻǊƪύ ƛǘΩǎ 
helpful to allow tractability to influ-
ence problem formulation. 

2. When harder problem formulations 
are tractable they can provide extra 
operational functionality compared to 
simpler forms of the problem.  How-
ever, this is not always the case.  
Sometimes the simpler problem for-
mulation better matches the 
operational needs.  At times the pri-
mary advantage of solving the hard problem is to prove that you can.  This is the 
intellectual equivalent of climbing K2 (Figure 1). Getting to the top of K2 is unlikely to 
address the needs of a operational scenario. 

Part-I of the book explicitly and somewhat aggressively address the first point. Part-II addresses 
the second point in a somewhat oblique manner. The reader is being led to the conclusion that 
many of the alternative problem formulations are at least as good a fit to operational needs as 
the classical problem formulation. Part III of the book presents a somewhat surprising conclusion 
regarding the classical problem formulation and our recommendations for designing scalable 
MABETs. In Appendices A, we presents a summary of existing theoretical results, a list of acro-
nyms used in the book and their expansions can be found in Appendix B and finally the list of 

 
Figure 1.  K2.  Often considered the hardest mountain 
to climb 
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References in Appendix C. While we discov-
ered new and tighter theoretical bounds for 
the Network Layer Overhead during this pro-
ject, we are not able to publish them in this 
book since they have not be published in 
other forums yet. 

Intractable Problems 

When a problem can be stated in less than 
20 pages, but remains unsolved in spite of 
мллΩǎ ƻŦ Ƴƛƭƭƛƻƴǎ ƻŦ ŘƻƭƭŀǊǎ ƻŦ ǊŜǎŜŀǊŎƘΣ ǘƘŜ 
problem is probably intractable.  The internet 
and cheap supercomputing has allowed the 
invention of Freestyle Chess, where teams of 
skilled amateurs play chess by exploiting com-
puter aided collaboration.  Most freestyle 
chess teams, consisting of talented amateurs 
with a year or two of practice, are able to 
vastly outplay even the world champion [1]. 
Much of research follows a similar pattern.  It 
is unrealistic to expect a few researchers 
όŜǾŜƴ ƛŦ ǘƘŜȅ ƘŀǇǇŜƴ ǘƻ ōŜ άDǊŀƴŘƳŀǎǘŜǊ wŜπ
ǎŜŀǊŎƘŜǊǎέύ ǘƻ ǎƻƭǾŜ ǇǊƻōƭŜƳǎ ǘƘŀǘ ƘŀǾŜ 
eluded more than a few well organized research teams.  

As a result, it seems to us that scaling MANETs 
beyond a few 100 nodes is for all practical 
purposes an intractable problem.  Several dif-
ferent well founded, well organized, research 
teams have worked on the problem.  The pat-
tern is well summarized by a quote from one 
of the top researchers in this area (not affili-
ŀǘŜŘ ǿƛǘƘ ǳǎύΣ ά!ƴȅ ƎƻƻŘ ƎǊŀŘǳŀǘŜ ǎǘǳŘŜƴǘ 
can make a MANET with 5 nodes.  A MANET 
with 25 nodes requires careful attention to 
engineering subtlety.  But making a MANET 
work at 75 nodes is rocket scienceέΦ  ¢ƘŜ 
DARPA (Defense Advanced Research Program 
Agency) WNAN (Wireless Network After Next) 
program succeeded in demonstrating a sys-
tem with 103 nodes [2] .  Our observation 
from a distance suggests this represents a 
world class outcome.  It is therefore natural to 
assume that the desire to make a MANET 
work for 10K nodes is imposable. 

 
Figure 3.  Spatial reuse in a MANET 

 
Figure 2.  There is a practical problem with the pro-
posed solution 
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On very rare occasions someone solves 
ŀƴ άƛƴǘǊŀŎǘŀōƭŜέ ǇǊƻōƭŜƳΣ ƭƛƪŜ solving 
CŜǊƳŀǘΩǎ [ŀǎǘ ¢ƘŜƻǊŜƳ, through dec-
ades of deep focus [3].  That is, by 
solving a problem widely considered 
intractable, they show that the prob-
lem was in fact tractable, 
notwithstanding the prevailing percep-
tions.  However, although not 
common, it is not altogether rare for 
ǎƻƳŜƻƴŜ ǘƻ άǎƻƭǾŜέ ŀƴ ƛƴǘǊŀŎǘŀōƭŜ 
problem by tweaking the problem for-
mulation.  That is, they do not 
technical solve the intractable prob-
lem, but rather find a tractable 
problem that can be substituted for 

the original one. 

This latter approach dominates some areas of Computer Science (CS), where many natural prob-
lem formulations are provable Nondeterministic-Polynomial (NP) Complete or NP-Hard, and are 
άǳƴŘŜǊǎǘƻƻŘέ ǘƻ ōŜ ǇǊƻǾŀōƭȅ ƛƴǘǊŀŎǘŀōƭŜΦ  Lƴ ǘƘŜǎŜ ŀǊŜŀǎ ƻŦ /{Σ ŜǎǇŜŎƛŀƭƭȅ ǘƘŜ ƳƻǊŜ ŀŘǾŀƴŎŜŘ 
examples, algorithm design primarily consists of finding problem formulations that yield a useful, 
yet tractable, result. 

The work reported on here started by assuming that the classical formulation of the MANET could 
not be scaled to 10K nodes.  It then focused on trying to understand the likely root causes of this 
intractability.  Armed with partial knowledge of the root causes of intractability, we then 
searched for alternate problem formulations that achieve the operational goals of large scale 
MANETs, and (critically) are tractable at scales of 10K nodes. 

Failure of Traditional Formulation 

The core promise of Peer-to-Peer Networks (P2PNs) is that by using many short links instead of one 
long link a significant degree of spatial reuse of the spectrum can be achieved. Figure 3 illustrates the 
spatial reuse in MANETs. Indeed a large body of research, [4, 5], has shown that for a wide range of 
plausible scenarios the theoretical capacity of 
P2PNs is much higher than for comparable tradi-
tional shared channel networks. However, many 
P2PNs scale poorly and the promise remain un-
fulfilled. Most MANETs cannot scale beyond 100 
nodes [2, 6], some exhibit stability problems be-
yond 25 or 30 nodes. 

The scaling problem is caused by networking 
overhead. Traditional MANETs use routing proto-
cols that extend Open Shortest Path First (OSPF) 
and thus require that every change in link-layer 
connectivity be communicated to a large fraction 

 
Figure 4. Capacity scaling and network layer overhead scaling in 
MANET 
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Figure 5.  Scaling for flooding 
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of network. This leads to two problems: 1) networking overhead grows much faster than network 
capacity, overwhelming the network (as shown in Figure 4) and 2) delays in propagating network 
information create timeliness issues, which cause routing inefficiencies and in extreme cases insta-
bility 

The No Overhead Extreme 

On the opposite extreme are designs that maintain zero (non-local) network state.  In these cases 
there is no scaling wall, because there is no routing overhead; however, each packet must dis-
cover its destination.  In general this requires flooding the entire network for every packet.  The 
efficiency then decreases like ( )1O n , as shown in Figure 5.  For large n the useful capacity is 
worse than for a shared traditional channel network (i.e., without spatial reuse of the spectrum). 

The networking overhead problem is a result of the arbitrary point-to-point formulation of rout-
ing (the traditional MANET formulation), and can be avoided for less general or less abstract 
forms of routing. Many simpler forms of routing, such as flooding, do not have this problem. We 
are proposing a system that uses many different highly scalable Application Specific Networking 
Patterns (ASNPs).  

In the context of this program, we propose using the long-link as the fallback when non-local 
point-to-point routing is required. If the collection of ASNPs is rich enough the need to resort to 
the long-link should be extremely rare.  

The Alternate Formulation: Application Specific Networking Pat-
terns  

In the last decade and half, Wireless 
Sensor Networks (WSN) have made 
significant progress and scaled to 
thousands of nodes. The scalability 
of WSNs can be attributed to two 
factors: (i) Typically WSNs are less 
mobile, and (ii) Most of the traffic in 
WSNs is local does not need arbi-
trary P2P. While the first factor 
contributes significantly to stability 
of links and hence to the decrease 
of Network Layer Overhead, we be-
lieve the true reason for WSN 
scalability is the lack of global P2P 
routing support. This frees up the 
channel capacity used by the tradi-
tional MANETs for sending link state 
updates throughout the network, 

which caused the capacity scaling wall as shown in Figure 4. 

The primary design philosophy we adopt in this project is that the network routing should match 
the application usage for the network to scale. Thus, we propose a number of Application Specific 
Network Patterns (ASNPs) instead of a single P2P MANET routing protocol. A useful analogy is 

 
Figure 6.  The transport and networking layer are combined into 
Application Specific Networking Patterns (ASNPs) 
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the Application Specific Integrated Circuits (ASIC) used in the hardware design to extract maxi-
mum hardware performance, where the performance improvement comes from matching the 
circuitry to the application. Figure 6 shows the architecture of our new paradigm. In this archi-
tecture, what used to be called the network and transport layer in the traditional layered 
architecture has been combined into the ASNPs. 

Application Specific Does Not Mean ôEach Application on its Ownõ 

Although we call our networking patterns as application specific, it must not be interpreted as 
each and every application having its own networking pattern or an application programmer now 
needing to write networking protocols. We envision a large degree of reuse for our ASNPs and 
imagine ~20 ASNPs supporting thousands of applications. It is not our desire in this project, how-
ever, to argue for completeness of ASNPs, that is, to arrive at a set of ASNPs that can support any 
and all applications imaginable. 

Impact of MANET Traffic Patterns on Capacity 

Traffic patterns play a significant role in determining whether a P2PN scales to a large number of 
nodes.  Non uniform traffic can compromise scalability, i.e., if hot spots limit total performance, 
or enhance scalability, i.e., for local traffic. In fact, for O(n) scalability, the traffic pattern must 
ƛƴǾƻƭǾŜ ŀ ΨǎƳŀƭƭΩ ŀǾŜǊŀƎŜ Řƛǎǘŀnce between source and destination nodes [4]. Interestingly, MA-
NET applications anticipated for the FCS Brigade Combat Team have been analyzed to have fairly 
localized traffic patterns [7]. Specifically, the analysis shows that their traffic should satisfy a 
power law distribution with exponent between 2 and 3, in which case capacity is O(n) scalable, 
i.e., constant per node capacity is achievable. 

Highly Scalable ASNPs 

The ASNPs considered here preserve 
routing efficiency, while only requiring lo-
cal, regional, or application sub-network 
state.  This is possible because they sup-
port a less general form of routing.  In 
some cases, the network state infor-
mation must be distributed to ( )log( )O n  
nodes in a region of size ( )log( )O n , in 
other cases this information is distributed 
only to a fixed number of neighbors.  This 
implies an overhead complexity that is 
between ()O n  and ( )2log( )O n nÖ .  This 
is graphed in Figure 7. For this particular 
example the scaling wall is beyond 10,000 
nodes. 

A key point is that none of these ASNPs may encapsulate a traditional MANET. The networking 
overhead problem limits scaling even if data is never sent on the associated network. So if one 
of the ASNPs is high overhead the entire system will not scale. In essence this reduces to a pro-
hibition on arbitrary point-to-point routing. If a scalable form of point-to-point routing is 

 
Figure 7.  Scaling wall for ASNs considered below 
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developed, then it should be used to implement a modern MANET, otherwise non-local point-to-
point routing must be banned from the ASNPs. 

Link Layer is the òNarrowó Part of the Stack 

Complexity theorists believe that a robust system needs a point of standardization (colloquially 
ŎŀƭƭŜŘ ŀ ΨǿŀƛǎǘΩύΦ  ²ƛǘƘƻǳǘ ǎǘŀƴŘŀǊŘƛȊŀǘƛƻƴ ƛǘ ƛǎ ƴƻǘ ǇƻǎǎƛōƭŜ ǘƻ ƳƛȄ ŀƴŘ ƳŀǘŎƘ ǇŀǊǘǎ ƛƴ ŀ ǎȅǎǘŜƳΦ 
For example, the standardization of parts helped a lot in the production of rifles during the revo-
lutionary war [8]. 

Lƴ ŀ ǘǊŀŘƛǘƛƻƴŀƭ ƴŜǘǿƻǊƪ ǘƘŜ Ǉƻƛƴǘ ƻŦ ƎǊŜŀǘ ǎǘŀƴŘŀǊŘƛȊŀǘƛƻƴ όŎŀƭƭŜŘ άǘƘŜ ǿŀƛǎǘέύ ƛǎ ǘƘŜ ƴŜǘǿƻǊƪƛƴƎ 
and transport layers, e.g., TCP/IP. The high degree of standardization in these layers facilitates a 
greater flexibility both above and below the waist. We are proposing that for most P2PNs, espe-
cially MANETs, this is the wrong meta-architecture. The preferred meta-architecture is a 
collection of ASNPs with greater standardization at link-layer as shown in Figure 8. The choice of 
Link Layer as the point of standardization is somewhat natural given the need for standardization 
in the stack. However it is important to remember that we propose to standardize only the se-
mantics and the APIs of the link layer and DO NOT propose restricting the protocols or 
technologies used in the link layer. In general this architecture can work with a large set of link 
ƭŀȅŜǊ ǘŜŎƘƴƻƭƻƎƛŜǎΣ ōǳǘ ǎƻƳŜ ƻŦ ǘƘŜƳ ƳƛƎƘǘ ƴŜŜŘ ŀ άǎƘƛƳέ ƭŀȅŜǊ ǘƘŀǘ ǇǊƻǾƛŘŜǎ ǘƘŜ !tLǎ ƴŜŜŘŜŘ 
by the ASNP layer. In Chapter 3 we discuss in detail the Link Layer semantics and architecture. 

 
Figure 8.  Lowering the waist, not just widening the networking layer. A traditional network on the 
left compared to an ASNP-centric network on the left  
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The Hybrid Architecture 

One of the main differences be-
tween the Fixed Wireless network 
architecture and the MANETs of the 
past is the infrastructure based Long 
Link to a Forward Operating Base. 
This hybrid architecture can be used 
to increase the robustness of the 
system and to scale to larger sizes by 
using the long link in a planned and 
systematic manner. While the long 
link does not add much to the capac-
ity of the network, it can be used to 
tame a number of problems in the 
MANET that can be made easy by a 
άƎƭƻōŀƭέ ƪƴƻǿƭŜŘƎŜ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪΦ CƻǊ ŜȄŀƳǇƭŜ όŀǎ ǎƘƻǿƴ ƛƴ Figure 9), in a mobile MANET a 
node could move just a short distance back and forth between two locations in such a manner 
that it could require data packets to be rerouted across a large portion of the network. While 
such problems may be unsolvable in the MANET, it can be trivially solved using the infrastructure 
link in the hybrid architecture.  In general we see three advantages in the hybrid architecture: 

1. Handles a little bit of the difficult traffic. Perhaps P2P traffic. 

2. !ŎŎƻƳƳƻŘŀǘŜǎ ŘŜǎƛƎƴ ƻŦ ŀ ƳƻǊŜ ŜŦŦƛŎƛŜƴǘ ƴŜǘǿƻǊƪ άōǊƻŀŘŎŀǎǘέΦ 

3. Allows the long link to ŀŎǘ ŀǎ ŀ άǿŀȅ ƻǳǘέ ƻŦ .ȅȊŀƴǘƛƴŜ tǊƻōƭŜƳǎΦ (We assume the long link 
is less Byzantine).  

Fake Issues 

Application-Network Instance Naming 

 In traditional systems, the networking abstraction names the nodes.  Some, Culler et al [9] in 
particular, have advocated that this naming concept is critical and should be preserved for P2PNs 
(even though the details may have to be more like IPv6 and LoWPAN) [9]. In opposition to this 
point of view many, notably Estrin and Van Jacobson [10] have advocated that the network 
should name the data (Named Data Networks (NDN)).  The ASNP paradigm can support either 
IPv6 or NDN, but is conceptually in neither camp. 

 
Figure 10.  The range of naming choices for a networking system 
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The spectrum for the naming choices is illustrated in Figure 10.  The coupling of names to nodes 
strongly reinforces the point-to-point nature of the networking system.  Even something as sim-
ple as multicast requires an overlay (or the application) to intervene in the process to receive 
each packet and forwarding it to multiple downstream nodes.  In practical systems, because this 
involves cross layer operations, it may not even be possible to do this at line-rates.  We find the 
argument that naming should be decoupled from the nodes appealing.  But NDN seems to be too 
extreme in the other direction.  Any control of the routing may require the creation of route 
specific data instances (or at least route specific data names). 

We take the position that the networking system should name each instance of an ASNP. User 
applications will thus communicate among themselves via their corresponding instance identifi-
ers. Some ASN identifiers will be well known; for instance, a service for discovery the existence 
of ASN instances (analogous to the Domain Name System (DNS) in TCP/IP) will have associated 
with it a well-known ASN identifier. The current effort focused on a limited set of ASNPs (namely 
the 5 presented in Part-II of this book) and has used static naming of the ASNPs. However, we 
expect that as we continue to evolve the system, we will design an ASPN-based naming architec-
ture. 

Security 

Our current effort does not address security. We believe security is an important aspect of the 
ASNP based architecture and needs to be addressed in future. However, we assert that security 
for ASNPs in no more difficult than the traditional wireless networks. In some cases ASNPs can 
even provide better security and attack isolation than the traditional MANETs, since a lot of the 
patterns are local and hence a breach can be more easily contained. As the architecture evolves 
and matures, the security of the system of the system can be addressed and evolved. 

Important Future Issues 

Stability Issues 

In the current effort we have not focused much on issues related to link stability, interference 
(both self and external) and the inter-play of these factors on the ASNP stability and design. Also, 
we have mostly ignored co-existence issues between the various ASNPs. However, we believe 
that such inter-related issues will have an impact on the stability of the links and consequently 
on the performance of the ASNPs and will need to carefully considered. We will focus on these 
issues in the future. 

Application Redesign 

A second real and important issue that needs attention is the redesign of applications to work 
with the ASNPs. Most of the current generation applications have be design and developed for 
the traditional paradigm, that is, the internet and with some minor modifications have been 
adapted for MANETs. However, with ASNPs, application semantics will change, giving a lot more 
flexibility to the application developers to choose the networking patterns, but a number of con-
cepts from the traditional networks, such as node addressed, sockets, security APIs, etc., could 
change in our architecture. This means most of the applications that already exist for the tradi-
tional network will need some redesign and tweaking, while some might have to be thrown away 
altogether and redeveloped. While this could be seen as additional work, we believe this is also 
an opportunity to reinvent the applications.  
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Analysis of the Traditional Solution 

With over a decade of experimentation and research, the mystery behind the inability of MANETs 
to scale beyond 70-100 nodes has remained unsolved. While theory has pointed to a asymptotic 
capacity scaling wall for the P2P routing in MANETs, it is not clear that in reality we are even close 
to this capacity scaling wall. In this subsection we analyze the performance and overhead of tra-
ditional MANET routing with a focus on scalability. We study a number of variants of the Link 
State Routing, including the Optimized Link State Routing (OLSR)  ςwhich is considered as the 
state-of-the-art in MANET routingς to understand the factors affecting the performance of the 
current generation MANETs. 

Understanding the Failures in the Current MANETs 

While deploying scalable MANETs have re-
mained challenging, the research efforts in 
the area have continued to present some-
what of a mixed picture. Many incremental 
schemes have been presented with suppos-
edly improved performance. In order to 
understand the problem with the scalability 
of OLSR we began by simulating a scenario 
which is known to be not scalable in real de-
ployments.  

Simulating the Failure Scenario  

Specifically we constructed and simulated the 
standard implementation of the OLSR using 
network scenarios of size 75-150 nodes, that were known to have encountered performance 
problems [2]. We constructed a grid network (Figure 11 shows this topology) with varying sizes 
and introduced random link changes at a rate corresponding to low-to-medium mobility. Alt-
hough a grid network is not a very realistic deployment scenario, it allows us to control very 
precisely the ground truth; that is, the number of neighbors and the rate of change of links, which 
would be somewhat more difficult to control precisely in a scenario with random mobility. Fur-
ther, in order to isolate the effect of Network Layer Overhead (NLO) on scaling, the simulations 
were done in the absence of any useful data traffic. The expected result of these simulations was 
that when the network size reached around ~100 nodes, the system would start to fail and the 
NLO at that point would have reached between 15%-30% of the network capacity, thereby leav-
ing very little capacity for useful data traffic. Thus, our definition of the capacity wall for these 
simulations was NLO reaching 15%-20% of channel capacity. 

 

Figure 11.  The grid network used to study problems in 
traditional MANETs 










































































































































































































